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 A B S T R A C T 
An International Society that uses VHAAI (Very Highly Advanced Artificial Intelligence) for solving problems is ISVHAAI 

(International Society for Very Highly Advanced Artificial Intelligence). This is the Letter No. 5 of ISVHAAI Artificial Intelligence 
Society Letters where six Human Swarm Optimization algorithms titled “Love Human Swarm Optimization (LHSO)”, 
“Kindness Human Swarm Optimization (KHSO)”, “Excellence Human Swarm Optimization (EHSO)”, “Money Human Swarm 
Optimization (MHSO)”, “Happiness Human Swarm Optimization (HHSO)” and “Complete Human Swarm Optimization 
(CHSO)” are designed in this letter.
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Introduction
Articles1-10 shows Human Inspired optimization algorithms. 

In this letter, six novel Human Swarm Optimization algorithms 
have been designed.  Section 2 to Section 7 shows Love Human 
Swarm Optimization, Kindness Human Swarm Optimization, 
Excellence Human Swarm Optimization, Money Human Swarm 
Optimization, Happiness Human Swarm Optimization and 
Complete Human Swarm Optimization respectively. Section 8 
shows Conclusions. At the end there are references.

Love Human Swarm Optimization
Initialization is done in line no. 1. Generation count is set to 

0. Fitness values of Humans are calculated in line no. 3. Lines 
4 to 6 calculate the Probability of all Humans. The higher the 
fitness the higher is the chance of getting selected. For loop 
is started in line no. 7 for each Human. Lines 8 and 9 select 
a target Human T based on random number generated and 
probabilities of Humans. Human is located at pos and vector 

(T - pos) gives movement direction of Human in line no. 10. 
Movement direction is divided by its magnitude to obtain a 
unit vector of magnitude 1. Love_Array [Human][T] gives 
the love value between Humans “Human” and “T”. Line no. 
12 gives position update equation. The Human moves along 
the Movement_Direction and magnitude of this movement is 
Love_Array[Human][T] multiplied by Step value. This process 
is continued for all Humans. Line no. 13 ends for each Human 
loop. Generation is incremented in line number 14. The loop 
continues until termination condition is reached as shown in line 
no. 15.

Procedure: Love Human Swarm Optimization (LHSO)

• Initialize Love_Array and positions of Humans
• Generation = 0
• Calculate fitness values of all Humans
• Fitness_Sum = Sum (fitness values of all Humans)
• Probability = [(fitness value)/(Fitness_Sum)]
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• Calculate Probability for all Humans
• For each Human do
• Generate Random number R
• Based on R and Probabilities select a target Human T
• Movement_Direction = (T - pos)
• Movement_Direction = [Movement_Direction / Magnitude 

(Movement_Direction)]
• pos = pos + Movement_Direction*Love_Array[Human]

[T]*Step
• End For each Human loop
• Generation = Generation + 1
• Loop until termination condition is reached

Kindness Human Swarm Optimization
The difference between Love Human Swarm Optimization 

(LHSO) and Kindness Human Swarm Optimization (KHSO) 
is that LHSO is based on love value between humans where 
as KHSO is based on Kindness value of Humans. Line no. 12 
gives position update equation. The Human moves along the 
Movement_Direction and magnitude of this movement are 
Kindness_Array [Human] multiplied by Step value.

Procedure: Kindness Human Swarm Optimization (KHSO)

• Initialize Kindness_Array and positions of Humans
• Generation = 0
• Calculate fitness values of all Humans
• Fitness_Sum = Sum (fitness values of all Humans)
• Probability = [(fitness value)/(Fitness_Sum)]
• Calculate Probability for all Humans
• For each Human do
• Generate Random number R
• Based on R and Probabilities select a target Human T
• Movement_Direction = (T - pos)
• Movement_Direction = [Movement_Direction / Magnitude 

(Movement_Direction)]
• pos = pos + Movement_Direction*Kindness_

Array[Human]*Step
• End For each Human loop
• Generation = Generation + 1
• Loop until termination condition is reached

Excellence Human Swarm Optimization
The difference between Love Human Swarm Optimization 

(LHSO) and Excellence Human Swarm Optimization (EHSO) 
is that LHSO is based on love value between humans where as 
EHSO is based on Excellence value of Humans. Line no. 12 
gives position update equation. The Human moves along the 
Movement_Direction and magnitude of this movement are 
Excellence_Array [Human] multiplied by Step value.

Procedure: Excellence Human Swarm Optimization (EHSO)

• Initialize Excellence_Array and positions of Humans
• Generation = 0
• Calculate fitness values of all Humans
• Fitness_Sum = Sum (fitness values of all Humans)

• Probability = [(fitness value)/(Fitness_Sum)]
• Calculate Probability for all Humans
• For each Human do
• Generate Random number R
• Based on R and Probabilities select a target Human T
• Movement_Direction = (T - pos)
• Movement_Direction = [Movement_Direction / Magnitude 

(Movement_Direction)]
• pos = pos + Movement_Direction*Excellence_Array 

[Human]*Step
• End For each Human loop
• Generation = Generation + 1
• Loop until termination condition is reached

Money Human Swarm Optimization
The difference between Love Human Swarm Optimization 

(LHSO) and Money Human Swarm Optimization (MHSO) is 
that LHSO is based on love value between humans where as 
MHSO is based on Money value of Humans. Line no. 12 
gives position update equation. The Human moves along the 
Movement_Direction and magnitude of this movement is 
Money_Array[Human] multiplied by Step value.

Procedure: Money Human Swarm Optimization (MHSO)

• Initialize Money_Array and positions of Humans
• Generation = 0
• Calculate fitness values of all Humans
• Fitness_Sum = Sum(fitness values of all Humans)
• Probability = [(fitness value)/(Fitness_Sum)]
• Calculate Probability for all Humans
• For each Human do
• Generate Random number R
• Based on R and Probabilities select a target Human T
• Movement_Direction = (T - pos)
• Movement_Direction = [ Movement_Direction / 

Magnitude(Movement_Direction) ]
• pos = pos + Movement_Direction*Money_

Array[Human]*Step
• End For each Human loop
• Generation = Generation + 1
• Loop until termination condition is reached

Happiness Human Swarm Optimization
The difference between Love Human Swarm Optimization 

(LHSO) and Happiness Human Swarm Optimization (HHSO) 
is that LHSO is based on love value between humans where 
as HHSO is based on Happiness value of Humans. Line no. 
12 gives position update equation. The Human moves along 
the Movement_Direction and magnitude of this movement are 
Happiness_Array[Human] multiplied by Step value.

Procedure: Happiness Human Swarm Optimization (HHSO)

• Initialize Happiness_Array and positions of Humans
• Generation = 0
• Calculate fitness values of all Humans
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• Fitness_Sum = Sum (fitness values of all Humans)
• Probability = [(fitness value)/(Fitness_Sum)]
• Calculate Probability for all Humans
• For each Human do
• Generate Random number R
• Based on R and Probabilities select a target Human T
• Movement_Direction = (T - pos)
• Movement_Direction = [ Movement_Direction / Magnitude 

(Movement_Direction) ]
• pos = pos + Movement_Direction*Happiness_

Array[Human]*Step
• End For each Human loop
• Generation = Generation + 1
• Loop until termination condition is reached

Complete Human Swarm Optimization
The Complete Human Swarm Optimization (CHSO) is based 

on Love, Kindness, Excellence, Money and Happiness values 
of Humans. Line no. 13 gives position update equation. The 
Human moves along the Movement_Direction and magnitude of 
this movement is Complete_Movement_Magnitude multiplied 
by Step value. Complete_Movement_Magnitude is calculated 
from Love, Kindness, Excellence, Money and Happiness values 
of Humans as shown in line no. 12.

Procedure: Complete Human Swarm Optimization (CHSO)

• Initialize all arrays and positions of Humans
• Generation = 0
• Calculate fitness values of all Humans
• Fitness_Sum = Sum (fitness values of all Humans)
• Probability = [(fitness value)/(Fitness_Sum)]
• Calculate Probability for all Humans
• For each Human do
• Generate Random number R
• Based on R and Probabilities select a target Human T
• Movement_Direction = (T - pos)
• Movement_Direction = [Movement_Direction / Magnitude 

(Movement_Direction)]
• Complete_Movement_Magnitude =0.2*Love_

Array[Human][T] + 0.2*Kindness_Array[Human]+ 
0.2*Excellence_Array[Human] + 0.2*Money_
Array[Human]+ 0.2*Happiness_Array[Human]

• pos = pos + Movement_Direction* Complete_Movement_
Magnitude *Step

• End For each Human loop
• Generation = Generation + 1
• Loop until termination condition is reached

Conclusions
Six Human Swarm Optimization algorithms are designed 

in this letter. The concepts Love, Kindness, Excellence, Money 
and Happiness are incorporated into Optimization algorithm to 
design a new and unique algorithm titled “Complete Human 
Swarm Optimization (CHSO)” algorithm. This is just the 
beginning of Human Swarm Optimization algorithms. There is 
scope to explore and design more novel and unique algorithms 
working in this direction shown in this letter.
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