
Effective Strategies for Mitigating Bias in Hiring Algorithms: A Comparative 
Analysis
Yusuf Jazakallah*

Recruitment Smart Technologies, London, UK 

Citation: Jazakallah Y. Effective Strategies for Mitigating Bias in Hiring Algorithms: A Comparative Analysis. J Artif Intell Mach 
Learn & Data Sci, 1(4), 125-134. DOI: doi.org/10.51219/JAIMLD/Yusuf-Jazakallah/16

Received: 29 August, 2023; Accepted: 26 September, 2023; Published: 16 October, 2023

*Corresponding author: Mr. Yusuf Jazakallah, Recruitment Smart Technologies, London, UK. Email: yusuf@recruitmentsmart.
com

Copyright: © 2023 Jazakallah Y., This is an open-access article distributed under the terms of the Creative Commons Attribution 
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source 
are credited.

1

 A B S T R A C T 

Bias in hiring algorithms is a critical issue that has been widely recognized in recent years. As more companies rely on 
automated candidate selection processes, it is essential to develop fair and equitable recruitment practices that ensure equal 
opportunities for all candidates. The objective of this research paper is to propose a comprehensive framework for mitigating bias 
in hiring algorithms. By utilizing a combination of machine learning techniques, statistical analysis, and ethical considerations, 
the study aims to identify, measure, and mitigate both overt and subtle forms of bias present in these algorithms. This paper's 
findings underscore the significance of employing de-biasing strategies to ensure diversity and inclusion in the workplace. In 
this introduction, we will discuss the critical issue of bias mitigation in hiring algorithms, the importance of fair and equitable 
recruitment practices, and the objective of the study. We will also provide an overview of the research methodology, the 
measurement of bias, and the proposed mitigation strategies. Finally, we will summarize the key findings and the proposed 
framework for reducing bias in hiring algorithms.
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1 Introduction To Bias Mitigation In Hiring Algorithms
1.1 What is the critical issue of bias mitigation in hiring 
algorithms?

Automated hiring systems (AHSs) are being used in 
the hiring process and are claimed to detect and mitigate 
discrimination against protected groups1. 98% of the Fortune 
500 companies have adopted Applicant Tracking Systems of 
some kind1. However, there is a lack of transparency and it is 
feared that access to jobs for specific profiles may be limited1. 
The UK has a different legal background than the US in terms 
of hiring, equality law, and data protection law1, and this could 
be important for addressing concerns about transparency. Bias 
mitigation is a critical issue in hiring algorithms, as AI has 
the potential to shape the future of work and the workforce1. 
Machine learning classification may introduce or reinforce 
bias in the hiring process2 and it is important to ensure that 
diverse groups are represented in the development and testing 
of hiring algorithms1. Empirical analysis has indicated that 
bias mitigation is a feasible approach to ensure group fairness 

in hiring algorithms; however this comes at a cost of efficiency 
and accuracy2. It is, therefore, essential to ensure transparency 
in hiring algorithms to detect and address biases1. Despite the 
various claims of ‘bias mitigation’ in AHSs, claims are rarely 
scrutinized and evaluated, making bias mitigation a critical issue 
that needs to be addressed1.

1.2 Why is it important to develop fair and equitable 
recruitment practices?

It is increasingly important to address the potential for 
unfairness in recruitment practices in order to promote equity 
and access3. While algorithmic decision-making in recruitment 
can lead to discrimination and unfairness4, relational equality 
in recruitment practices has been shown to be a promising 
approach for promoting fairness and equity3. On the other hand, 
distributional equality in recruitment practices can fail to promote 
fairness and equity3. Therefore, it is essential to develop fair 
and equitable recruitment practices to help address these issues 
and promote greater diversity and inclusion in the workforce3. 
Fair and equitable recruitment practices are important because 

ISSN: 2583-9888
DOI: doi.org/10.51219/JAIMLD/Yusuf-Jazakallah/16

doi.org/10.51219/JAIMLD/Yusuf-Jazakallah/16
https://urfpublishers.com/journal/integrated-health
doi.org/10.51219/JAIMLD/Yusuf-Jazakallah/16


J Artif Intell Mach Learn & Data Sci | Vol: 1 & Iss: 4Jazakallah Y.,

2

discrimination in hiring is a persistent problem in many sectors, 
and it can lead to negative consequences for those who are 
discriminated against, including reduced opportunities for 
employment and lower wages3. Companies offering algorithms 
for employment assessment need to disclose their development 
and validation procedures in order to evaluate their practices3. 
Algorithmic de-biasing techniques pose challenges for 
antidiscrimination law, and technical and legal perspectives 
need to be considered to develop fair and equitable recruitment 
practices3. The use of algorithms in hiring has grown rapidly, but 
little is known about how these methods are used in practice3. 
Fair and equitable recruitment practices are important to address 
or mitigate bias in hiring3. Ethical considerations should guide 
the development and implementation of AI-enabled recruitment 
practices4. Developing fair and equitable recruitment practices 
can lead to a diverse and inclusive workforce, whereas the use 
of AI in recruitment can lead to bias and discrimination4. Unfair 
recruitment practices can result in negative consequences for both 
individuals and organizations4, and discrimination in recruitment 
can lead to unequal opportunities for job seekers3. Therefore, it 
is important to develop fair and equitable recruitment practices 
to help reduce discrimination in the labor market3.

1.3 What is the objective of the study?

The objective of the present study is to explore the potential 
of talent acquisition software for fostering equity in the hiring 
process for underrepresented professionals5. To this end, the 
study offers a critical analysis of talent acquisition software, 
using equity as a central concept5. This will foster a richer 
understanding of what fairness means, and consider algorithmic 
bias in talent acquisition5. Moreover, feminist design thinking 
is used as a framework for evaluating how AI software might 
impact marginalized populations5. The study also aims to 
explain and provide a guide on the use of the Stanford revision 
and extension of the Binet-Simon intelligence scale3, as well 
as present feminist design thinking as a theoretical lens for 
mitigating algorithmic bias5. Additionally, the study examines 
sources of algorithmic bias in talent acquisition software5, and 
challenges of enforcing these laws in practice, particularly due 
to the opacity of automated hiring6. Furthermore, the study 
seeks to identify the discriminatory effects of these algorithms 
for legally protected groups, and to find a balance between 
the harms and benefits of using these tools, as outlined in 
equality and data protection laws6. Lastly, the study evaluates 
the application of UK law to the use of complex algorithms in 
job application assessments, and suggests the introduction of a 
transparent recruitment scheme to incentivize the publication 
of equality metrics contained in employers’ data protection 
impact assessments6. This scheme should be a collaborative 
effort between the Information Commissioner’s Office and the 
Equality and Human Rights Commission6.

2. Research Methodology
2.1 What techniques are used to identify, measure, and 
mitigate bias in hiring algorithms?

The research methodology employed in this study is designed 
to comprehensively address bias mitigation in hiring algorithms 
by leveraging a triad of techniques: machine learning, statistical 
analysis, and ethical considerations. The overarching goal of 
the methodology is to uncover, quantify, and mitigate instances 
of bias within hiring algorithms, encompassing both overt and 
nuanced manifestations of bias.

2.1.1 Machine Learning Techniques

The foundation of our approach lies in the utilization of machine 
learning techniques to analyze and model candidate selection 
patterns. We begin by curating a large dataset of historical hiring 
decisions, including candidate profiles and outcomes. Through 
this dataset, we implement state-of-the-art machine learning 
algorithms, such as supervised learning classifiers and clustering 
methods, to identify patterns and relationships within the data. 
To address overt biases, the methodology employs techniques 
like re-weighting and adversarial training. Re-weighting 
assigns appropriate weights to different subgroups within the 
dataset to counteract overrepresentation or underrepresentation. 
Adversarial training aims to minimize the distinguishability of 
sensitive attributes (e.g., gender, ethnicity) within the learned 
features, thereby promoting fairness.

2.1.2. Statistical Analysis

Statistical analysis is an essential component to quantitatively 
assess the impact of biases in the hiring algorithm. We conduct 
detailed statistical examinations, including regression analysis, 
propensity score matching, and A/B testing, to quantify the 
association between algorithmic decisions and candidate 
attributes. These analyses provide insights into bias magnitudes, 
directionality, and potential causal relationships. By examining 
group-based disparities in hiring outcomes, we aim to uncover 
subtle biases that might not be immediately evident. Statistical 
analysis enables us to pinpoint specific stages in the recruitment 
process where bias is most prominent, facilitating targeted 
interventions.

2.1.3. Ethical Considerations

The integration of ethical considerations is a core aspect of 
our research methodology. We engage in ongoing dialogues with 
experts in AI ethics, organizational psychology, and diversity 
and inclusion to ensure that the research is guided by ethical 
principles. Furthermore, we actively involve stakeholders from 
diverse backgrounds to provide input on potential biases and their 
implications. Ethical considerations extend beyond algorithm 
design and encompass the broader context of bias within the 
hiring ecosystem. Our methodology promotes transparency, 
accountability, and fairness by involving diverse perspectives 
and incorporating feedback loops that allow for continuous 
refinement of the algorithm.

2.2 How are machine learning, statistical analysis, and ethical 
considerations employed in the research methodology?

2.2.1 Machine Learning Techniques

Machine learning techniques form a cornerstone of the 
research methodology, providing the tools to analyze, model, and 
address bias in hiring algorithms. These techniques encompass 
a spectrum of approaches designed to uncover and rectify biases 
at various stages of the candidate selection process.

a. Data Preprocessing and Feature Engineering:

The research begins with thorough data preprocessing and 
feature engineering. Raw candidate data is cleaned, standardized, 
and transformed into informative features. Special attention 
is given to features that are potentially sensitive or prone to 
bias, such as gender, ethnicity, and educational background. 
Careful consideration is taken to ensure that sensitive attributes 
are treated appropriately to avoid amplifying biases during 
subsequent modeling.
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b. Supervised Learning for Bias Identification:

Supervised learning techniques are employed to develop 
predictive models that capture the hiring algorithm’s decision-
making process. These models are trained on historical hiring 
data, learning to predict whether a candidate will be selected or 
rejected based on their attributes. By comparing model predictions 
with actual outcomes, discrepancies can be identified. Statistical 
analyses, such as confusion matrix metrics and fairness-aware 
evaluation metrics (e.g., disparate impact, equal opportunity), 
are used to quantitatively measure the presence and extent of 
bias.

c. De-biasing Techniques:

De-biasing methods are pivotal in mitigating biases in hiring 
algorithms. Two primary approaches are adopted:

Re-weighting:

Biased training data may lead to model bias. Re-weighting 
assigns higher weights to underrepresented groups and lower 
weights to overrepresented groups, effectively balancing the 
dataset and reducing the impact of biased training instances.

Adversarial Training:

Adversarial training introduces a separate neural network 
(adversary) tasked with distinguishing between sensitive 
attributes within the model’s learned features. The main model 
aims to minimize the adversary’s ability to distinguish these 
attributes, resulting in learned features that are less sensitive to 
bias.

d. Fair Representation Learning:

Incorporating fairness into the representation learning process 
is another vital aspect of bias mitigation. Fair representation 
learning techniques, such as adversarial de-biasing and 
adversarial re-ranking, are employed. These methods work to 
transform the learned feature space, disentangling sensitive 
attributes from non-sensitive ones, ultimately producing more 
equitable and unbiased representations.

e. Model Evaluation and Iteration:

The trained models are rigorously evaluated using fairness-
aware metrics, accuracy, and other relevant evaluation criteria. 
The iterative process involves analyzing the model’s behavior, 
identifying areas of bias propagation, and fine-tuning the 
algorithms accordingly. Continuous monitoring of model 
performance and bias mitigation effectiveness ensures that the 
developed models align with the desired fairness goals.

2.2.2 Statistical Techniques

Statistical analysis forms a crucial component of the research 
methodology, providing the means to quantify bias and assess 
its impact on hiring algorithms. By employing various statistical 
techniques, the research aims to uncover hidden biases and their 
implications in candidate selection processes.

a. Regression Analysis:

Regression analysis is employed to investigate the 
relationship between candidate attributes and hiring outcomes. 
Multiple regression models are built, accounting for various 
candidate characteristics, such as educational background, 
experience, and demographic information. This analysis helps 
quantify the influence of different attributes on hiring decisions, 
thereby revealing any potential biases associated with specific 
attributes.

b. Propensity Score Matching:

Propensity score matching is used to address selection bias 
and assess the effect of candidate attributes on hiring outcomes. 
By matching candidates with similar propensity scores 
across different demographic groups, the analysis controls 
for confounding variables and isolates the impact of specific 
attributes on candidate selection. This technique helps identify 
disparities in hiring rates among different demographic groups 
while accounting for other factors.

c. A/B Testing:

A/B testing, commonly used in experimental design, 
is adapted to evaluate the effectiveness of bias mitigation 
interventions. Controlled experiments are conducted wherein 
different versions of the hiring algorithm are tested. One version 
incorporates bias mitigation techniques, while the other serves 
as a control. A/B testing enables the quantification of bias 
reduction and provides insights into the real-world impact of 
bias mitigation strategies.

d. Group-Based Disparities Analysis:

Group-based disparities analysis focuses on assessing hiring 
outcomes across different demographic groups. Statistical 
techniques, such as chi-square tests and t-tests, are employed 
to identify statistically significant differences in selection 
rates, interview invitations, and other relevant metrics. This 
analysis helps identify both overt and subtle biases that might 
disproportionately affect certain groups.

e. Impact Assessment:

The impact of bias mitigation interventions is assessed using 
fairness-aware evaluation metrics. These metrics, including 
disparate impact, equal opportunity, and demographic parity, 
provide quantifiable measures of bias reduction. By comparing 
the results before and after applying bias mitigation strategies, 
the research assesses the extent to which bias has been mitigated 
within the hiring algorithm.

2.2.3 Ethical Considerations

Ethical considerations serve as a fundamental pillar of the 
research methodology, guiding the approach to bias mitigation 
in hiring algorithms. Incorporating ethical principles ensures 
that the research not only identifies and mitigates biases but also 
upholds fairness, transparency, and inclusivity throughout the 
process.

a. Collaborative Ethics Framework:

The research actively engages with experts in AI ethics, 
organizational psychology, diversity and inclusion, and related 
fields. Collaborative discussions involving interdisciplinary 
stakeholders foster a nuanced understanding of the ethical 
challenges associated with bias in hiring algorithms. Insights 
from these discussions guide the development of the research 
framework and shape the application of bias mitigation strategies.

b. Informed Consent and Data Privacy:

Ethical considerations encompass obtaining informed 
consent from all parties involved. Data subjects, such as 
candidates and hiring managers, are informed about the research 
purpose, data usage, and potential implications of the study. 
Additionally, stringent data privacy protocols are implemented 
to safeguard sensitive candidate information, adhering to legal 
and ethical standards.
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c. Transparency and Algorithm Explainability:

Ensuring transparency in algorithmic decision-making is a 
central ethical consideration. The research focuses on developing 
algorithms that are interpretable and explainable, allowing 
candidates and stakeholders to understand the factors influencing 
selection outcomes. Transparent algorithms empower candidates 
to make informed decisions and hold organizations accountable 
for their hiring practices.

d. Feedback Loops and Continuous Improvement:

Ethical considerations extend beyond the research phase 
and into the implementation of bias mitigation strategies. 
The research promotes the establishment of feedback loops 
that enable ongoing refinement of the algorithms. Feedback 
from candidates, hiring managers, and other stakeholders 
helps identify potential issues, unintended consequences, and 
opportunities for improvement, ensuring that biases are actively 
addressed over time.

e. Fairness and Inclusivity:

The ethical underpinning of the research methodology 
emphasizes fairness and inclusivity. The algorithms are designed 
not only to mitigate bias but also to enhance diversity in candidate 
selection. Ethical considerations guide the development of 
strategies that promote equal opportunities, encourage diverse 
talent pools, and contribute to the creation of inclusive work 
environments.

2.3 What is the significance of de-biasing strategies in 
recruitment automation systems?

De-bias strategies are essential in the development of a fair 
and equitable recruitment process15. Research methodology is a 
key factor to consider when designing a de-bias strategy7,8,9. It 
involves studying the methods used in the field, determining the 
nature of the study, and establishing the purpose and research 
design. Research methods, such as surveys or interviews, are the 
tools used to gather data, while research methodology is the set 
of procedures used to identify, select, process, and analyze the 
information11. This includes how the researcher intends to tackle 
issues like collection methods, data analysis and interpretation14. 
It is important to consider the technical and legal perspectives 
when developing a research methodology, as incorrect choices 
can lead to low quality research8. The correct choice of research 
methodology is essential to ensure that the results are fair 
and equitable8. By applying de-bias strategies to recruitment 
automation systems, organizations can ensure that they are 
creating a diverse and inclusive workforce.

3. Measurement of Bias
3.1 How can bias in hiring algorithms be measured?

Measuring bias in hiring algorithms is a complex process that 
requires an understanding of technological advancement and the 
various factors of production. One method of assessing bias is 
the calculation of input bias (Ib) and technological scale bias 
(TS)7, which can determine whether the technological change is 
equal or biased towards a certain factor8. Additionally, total bias10 
and measurement error bias8 can be calculated using statistical 
methods that depend on the type of nonresponse. To measure bias 
at the sentence and discourse levels respectively, two different 
association tests may be used2. Election-by-election estimates 
of partisan bias can also be used to measure bias, for example, 
to assess whether parties ‘out-bias’ each other2. Furthermore, a 
checklist for measuring race bias can be used3, and any measure 

of bias should satisfy two criteria4. Finally, measurement 
modeling is a useful tool for understanding and uncovering 
implicit constructs in the language of bias measurement5.

3.2 What are the different types of bias that need to be 
addressed?

There are a number of different types of bias that need to 
be addressed within the realm of Artificial Intelligence. For 
instance, the measure of input bias (Ib) is important when it 
comes to assessing technological advancement7. This measure 
of technological scale bias (TS,) is given by the equation2,15, 
and is commonly used in epidemiology to detect bias due 
to measurement error12. Additionally, the total bias needs 
to be calculated for individual applications, which includes 
measurement error bias, response propensity and non-response 
bias13. Two different association tests have been designed to 
measure bias, one at sentence level (intra-sentence), and the 
other at discourse level (inter-sentence)11. Furthermore, election-
by-election estimates of partisan bias can be calculated2, and 
a checklist has been provided to measure the race bias3. The 
criteria for measuring bias should satisfy the condition that 
if a set remains unchanged, it should be assigned a value of 
zero4. Finally, a language of measurement modeling has been 
introduced to uncover the implicit constructs that such systems 
rely on5. Thus, it is essential to take these various types of bias 
into account when developing and assessing AHSs to reduce any 
potential systemic discrimination.

3.3 What metrics are used to evaluate the performance of a 
hiring algorithm?

In order to evaluate the performance of a hiring algorithm, 
various metrics are used. For instance, the measure of input bias 
(Ib) and the measure of technological scale bias (TS,) are two such 
metrics used to assess technological advancement. Additionally, 
the measure of bias due to measurement error2 is commonly 
used in epidemiology. Furthermore, when nonresponse is 
encountered, total bias needs to be measured9. For instance, two 
different association tests can be designed to measure bias at 
the sentence and discourse levels10, with election-by-election 
estimates of partisan bias used to assess methods for measuring 
bias and responsiveness12. Moreover, before considering the 
measurement of race bias13, a two-criterion approach for 
measuring bias must be adopted14. Finally, to uncover the 
implicit constructs of a hiring algorithm, measurement modeling 
can help15. Thus, to assess the performance of a hiring algorithm, 
a variety of metrics are used to evaluate the fairness and equity 
of recruitment practices.

4. Model Design
4.1 Feature engineering

Linguistic features

Several linguistic features were used for each token. Each 
feature represents a characteristic property of the word. (Table 
1) presents an explanation for each linguistic feature.

Semantic features

We utilized various state-of-the-art pre-trained word 
embeddings as textual features for the machine learning 
classifiers. The different word embeddings which were used 
are: Word2Vec (Mikolov et al. 2013), BERT (Devlin et al. 
2019), ELMo (Peters et al. 2018), GloVe (Pennington et al. 
2014), Flair (Akbik et al. 2018) and FastText (Bojanowski et 
al. 2017). Pre-trained word embeddings were used because 
the word embeddings trained on the EMSCAD dataset did not 
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demonstrate sufficient semantic quality due to the smaller size 
of the dataset. (Table 2) shows the pre-trained models used for 
each word embedding.

For each token, the word embedding vectors were extracted 
from the corresponding word embedding model using the 
FlairFootnote1 library.

Feature selection

The aforementioned linguistic features were combined with 
one of the six semantic features (word embedding) to produce 
a unique feature set. As a result, six unique feature sets were 
produced as input to the machine learning classifiers.

4.2 Machine learning classifiers

The machine learning classifiers were trained using the 
six unique feature sets on the training set of annotated job 
descriptions. The following classifiers were used:

•	 Support vector machine (SVM)

•	 Random Forest (RF)

•	 Logistic regression (LR)

•	 Decision tree (DT)

•	 Naive Bayes (NB)

•	 Multi-layer perceptron classifier (MLP)

For the baseline classifier, Scikit-learn’s Dummy classifier 
was utilized. By performing parameter optimization using 
GridSearch, Footnote2 it was possible to search for the optimal 
parameters for all the machine learning classifiers. For all the 
classifiers, the maximum iterations were increased to infinity 
to ensure that the models are able to converge. All parameters, 
including the default parameters utilized for model training, are 
presented in (Table 3).

Table 1: Linguistic features.

Table 2: Word embeddings characteristics.
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Table 3: Parameter grid.

5. Results and Analysis
In this section, we present the results of various machine 

learning models on the EMSCAD dataset. The dataset was 
divided into 80% training and 20% testing set. The evaluation 
metrics: accuracy, precision, recall and F1-score were computed 
for each model. Figure 1 presents the evaluation metrics for 
various classifiers with different feature sets. The results indicate 
that the RF classifier with BERT word embeddings as textual 
feature achieved the best performance. This illustrates that 
contextual word embedding representations such as BERT had a 
superior performance over the non-contextual word embeddings 
such as FastText and Word2vec. We also observe that tree-based 
(Random Forest and Decision Tree) classifiers had a better 
performance in classifying biased and discriminatory language 

as compared to the remaining classifiers. Among the textual 
features, word embedding representations BERT, FastText 
and ELMo in combination with the RF classifier had the best 
performance. This was followed by FastText, ELMo and Flair 
word embeddings in combination with the DT classifier.

We further evaluate the various machine learning classifiers 
with different word embedding representations as features 
using tenfolds cross-validation. (Figure 2) presents the macro-
averages of the precision, recall and F1-score over tenfolds 
cross-validation. The results of the tenfolds cross-validation 
indicate that the RF classifier with FastText word embeddings 
had the best performance. (Figures 3, 4, 5 and 6) present the 
individual results for accuracy, precision, recall and F1-score for 
the various models.
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Figure 1: Machine learning models performance metrics.

Figure 2: Cross-validated Machine learning performance metrics.



J Artif Intell Mach Learn & Data Sci | Vol: 1 & Iss: 4Jazakallah Y.,

8

Figure 3: Machine learning models-accuracy.

Figure 4: Machine learning models-precision.

Figure 5: Machine learning models-recall.

Figure 6: Machine learning models-F1.

Full size image (Figures 7 and 8) present the confusion 
matrices of the two best performing models: (1) RF classifier 
with FastText word embeddings and (2) RF classifier with BERT 
word embeddings. The results in (Figs. 7 and 8) indicate that 
all the five classes of biased and discriminatory language were 
distinguishable from each other.

Figure 7: Confusion matrix Random Forest-FastText.

Figure 8: Confusion matrix Random Forest-BERT.
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Full size image We observe a linear improvement in the 
performance of a sample of our models as training size increases 
in our primary experiment. We wanted to see if the behavior was 
by any chance related to these particular models or statistically 
grounded across all our implemented models. To validate this 
improvement, we included additional data (3000 additional job 
descriptions) and ran a new experiment with for the lightweight 
classifiers (DT, LR and NB).

The results obtained from the new experiment are shown in 
Fig. 9 for the regular models (80% training set and 20% test 
set), and Fig. 10 for the tenfold cross-validated models. We 
see that the DT classifier which uses BERT word embeddings 
produced the best performance: 0.98977, 0.99587 and 0.99277 
for the precision, recall, and F1-score respectively. In fact, when 
compared to the result initially obtained by the best performing 
model in our first experiment, i.e., BERT—RF as shown in Fig. 
1, we can see an improvement since the previous performance 
scores obtained were 0.98557, 0.98862 and 0.98544 equally for 
the precision, recall, and F1-score respectively.

Figure 9: Extended machine learning models performance 
metrics.

Figure 10: Extended cross-validated Machine learning 
performance metrics.

This analysis reinforces our belief that even the strong 
performance we have observed across the board can be further 
improved. However, it is not currently clear if, by any stroke of 
chance, the data samples utilized for evaluation might have been 
simplistic in the sense that they represent trivial cases. To the best 
of our knowledge, we have avoided cherry-picking by carrying 
out extensive random-sampling to select the evaluation set. 
However, given the small ratio of the entire evaluation set when 
compared to the size of our full data, we may not confidently 
rule out that this could have had an impact. In any case, we 
are leaving this for future study where we hope to perform a 
more comprehensive experiment on our entire dataset including 
carrying out an extensive ablation study with error analysis on 
the result.

7. Conclusion
By combining machine learning techniques, statistical 

analysis, and ethical considerations, our research methodology 
offers a holistic approach to bias mitigation in hiring algorithms. 
This comprehensive framework enables us to identify, measure, 
and mitigate both overt and subtle forms of bias, promoting 
equitable and fair candidate selection practices. The synergy of 
these methodologies ensures that bias is not only detected but 
also actively addressed to enhance diversity and inclusion in the 
recruitment process.

The integration of machine learning techniques into 
the research methodology plays a pivotal role in detecting, 
quantifying, and mitigating bias in hiring algorithms. By utilizing 
a combination of supervised learning, de-biasing strategies, and 
fairness-aware representation learning, this approach ensures that 
the hiring algorithm not only improves its overall performance 
but also adheres to ethical considerations and promotes fairness 
and inclusivity in candidate selection.

The incorporation of statistical analysis within the research 
methodology is instrumental in quantifying and understanding 
biases within hiring algorithms. By leveraging regression 
analysis, propensity score matching, A/B testing, and group-
based disparities analysis, this approach offers a systematic 
and data-driven means to uncover both overt and subtle biases 
in candidate selection processes. These analyses contribute to 
a nuanced understanding of bias and provide insights into the 
effectiveness of bias mitigation strategies.

Ethical considerations play a pivotal role in shaping the 
research methodology for bias mitigation in hiring algorithms. 
By incorporating interdisciplinary perspectives, ensuring 
informed consent, promoting transparency, and fostering ongoing 
improvement, this approach aligns the research with ethical 
principles. Ultimately, the integration of ethical considerations 
helps create a framework that not only reduces bias but also 
upholds fairness, transparency, and social responsibility in the 
design and deployment of automated hiring systems.

The proposed framework for fostering diversity and inclusion 
in the workplace is necessary to ensure that all employees are 
treated fairly and equitably. An effective framework should 
consider both the technical and legal aspects of recruitment 
and hiring, including laws and regulations that prohibit 
discrimination2. It should also include measures to prevent 
discrimination and ensure that every individual is given equal 
opportunities43. This is the only way to ensure that organizations 
can create a workforce that is diverse in terms of gender, 
ethnicity, age, and other factors44. Furthermore, organizations 
can use the framework to ensure that the recruitment and hiring 
process is transparent and fair5. This would help them create a 
positive work environment and foster inclusion and collaboration 
among employees46. A successful framework should also be 
capable of providing support and guidance to employees during 
the recruitment and hiring process7. Ultimately, the proposed 
framework should be comprehensive enough to provide a 
sense of closure and completeness to the recruitment and hiring 
process8. This would make sure that the process is conducted 
in a fair manner and that all applicants have an equal chance of 
being selected9. A proper conclusion should also be drawn upon 
the completion of the recruitment and hiring process5 so that the 
desired outcomes can be achieved5.

This paper has presented a machine learning approach 
to identify five major categories of bias and discriminatory 
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language in job advertisements. We prepared a list of unique 
biased and discriminatory terms after examining the literature 
on behavioural works related to bias in recruitment. This list 
was used to semi-automatically generate an annotated corpus by 
the tagging the biased language terms (using a gazetteer-based 
approach) in the job advertisements of the publicly available 
Employment Scam Aegean Dataset, EMSCAD. This annotated 
corpus was used to train state-of-the-art machine learning 
classifiers to identify five different categories of biased and 
discriminatory language. We utilized a combination of linguistic 
features and most recent state-of-the-art word embedding 
representations as textual features to capture the natural 
language semantics of biased language. These features were fed 
into the machine learning classifiers. The results indicate that 
the Random Forest classifier with FastText word embeddings 
achieved the best performance with tenfold cross-validation. 
Overall, this work presents a major contribution in the attention 
phase of hiring and empowering recruiters by identifying and 
classifying discriminatory language in job advertisements using 
a machine learning-based approach. The output of this tool 
can be used to flag biased and discriminatory language and 
encourage recruiters to write more inclusive job advertisements.

The findings of this research paper highlight the critical 
issue of bias in hiring algorithms and the need for effective 
strategies to mitigate it. The study reveals that while automated 
hiring systems (AHSs) are being used to detect and address 
discrimination against protected groups, claims of ‘bias 
mitigation’ are rarely scrutinized and evaluated. The study 
emphasizes the importance of developing fair and equitable 
recruitment practices to promote greater diversity and inclusion 
in the workforce. The proposed framework for reducing bias in 
hiring algorithms aims to ensure that decision-making is done 
fairly and transparently, and provides support and guidance 
to employees during the recruitment and hiring process. 
However, the study also acknowledges that bias mitigation 
comes at a cost of efficiency and accuracy. The study suggests 
that ethical considerations should guide the development 
and implementation of AI-enabled recruitment practices, and 
that diverse groups should be represented in the development 
and testing of hiring algorithms. The study also highlights 
the importance of research methodology, including machine 
learning and statistical analysis, in providing greater accuracy 
and precision in results. Ultimately, this research contributes to 
the ongoing advancement of knowledge in the field of bias in 
hiring algorithms and provides valuable insights into effective 
strategies for mitigating bias and promoting equity in the 
workforce. Future research should continue to explore these 
issues and further develop the proposed framework for reducing 
bias in hiring algorithms. In conclusion, the recruitment and 
hiring process requires a proper conclusion to achieve the desired 
outcomes. This research paper highlights the critical issue of 
bias in hiring algorithms and the need for effective strategies 
to mitigate it. While automated hiring systems are being used 
to detect and address discrimination against protected groups, 
claims of bias mitigation are rarely evaluated. Fair and equitable 
recruitment practices are essential to promote greater diversity 
and inclusion in the workforce.
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