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1

 A B S T R A C T 

As a result of the massive expansion of multimodal data in recent years, researchers have developed a strong interest in the 
problem of cross-modal retrieval.  Finding instances from multimodal data that are semantically related is the aim of cross-modal 
retrieval. However, the distribution of data across different modalities is inconsistent and there is a heterogeneity gap. At the 
same time, the semantic distinction between low-level and high-level semantic information makes cross-modal retrieval work 
challenging. This paper proposes a deep adversarial common subspace learning approach based on real-valued representation 
learning for image-to-text cross-modal retrieval., which combines adversarial learning with common subspaces to get image-
text feature representations of the same dimension in the common space. Secondly, it effectively utilizes label prediction and 
triplet loss to conduct constraint learning on the network, further improving the retrieval accuracy. Finally, the method achieves 
promising results on two public datasets on cross-modal retrieval tasks, proving its effective in cross-modal retrieval.
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Introduction
The rapid expansion of big data has led to an increase of 

multimodal data on the Internet. The multimodal data are 
expressed in different ways, but they have the same semantic 
information. As an illustration, an image may directly represent 
the content of a text, and the content of an image can likewise 
be communicated in words. Image modality and text modality 
enrich semantic information from different perspectives, enabling 
people to understand related things better. Multimodal data has 
become a common phenomenon nowadays, making cross-modal 
retrieval receive much attention. Cross-modal retrieval is a 
research-intensive and challenging task in information retrieval. 
It uses one modality sample to retrieve another modality sample, 
and its goal is to discover the semantic relationship between 
different modality samples.

This article focuses on image-text retrieval, one of the most 
prevalent cross-modal retrieval tasks. It mainly includes two 
aspects: (1) retrieve semantically similar text samples through 

image samples; (2) retrieve semantically similar text samples 
through text samples Similar image samples. By learning a 
common representation space, it may mine the connections 
between different modalities in this space to achieve the objective 
of cross-modal retrieval. However, cross-modal data often have 
different feature representations and distributions, which leads 
to their heterogeneity, and the similarity between two features 
cannot be directly calculated. 

Numerous academics have undertaken substantial study and 
made major breakthroughs in cross-modal retrieval as a result 
of the rapid growth of deep learning in recent years. The data 
of different modalities are mapped into a subspace, and then 
the similarity evaluation is performed in this subspace, which 
is a traditional cross-modal retrieval method. Among traditional 
methods, canonical correlation analysis (CCA) [1] primarily 
teaches how to project in a linear way the maximum statistical 
correlation between pairs of image-text data. In further research, 
kernel canonical correlation analysis (KCCA) [2] learns 
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projections on the kernel space to solve problems that cannot be 
solved in canonical correlation methods, a further extension of 
the CCA method. However, these methods simply embed data 
into the subspace, and the retrieval accuracy is not high.

Due to the continued improvement of deep learning techniques, 
cross-modal retrieval approaches have made substantial progress 
in the field of deep learning. As an illustration, the canonical 
correlation analysis approach incorporates deep neural network 
(DNN) [3], and deep canonical correlation analysis (DCCA) [3] 
and deep correlation autoencoders (DCCAE) [4] are obtained 
to learn common feature representations across different 
modalities. Peng et al. [5] proposed cross-modal multiple deep 
networks (CMDN) to mine the association information between 
complex cross-modal data through hierarchical learning and 
jointly model the information within and between modalities. 
Then Hierarchical representations are then performed to learn 
the correlations between them. Zhai et al. [6] proposed a 
joint representation learning method (JRL), which can jointly 
investigate the pertinent information and semantic information 
of various modalities in a unified optimization framework, 
and carry out unified optimization. Wang et al. [7] proposed 
an adversarial cross-modal retrieval method (ACMR), which 
obtains modality-invariant representations through feature 
projectors and uses modality classifiers to distinguish different 
modality feature representations. Peng et al. [8] proposed a 
hierarchical network-based multi-granularity fusion cross-
modal correlation learning approach (CCL), which uses jointly 
optimized multi-layer correlations to preserve intra-modality 
and inter-modality correlations. Xu et al. [9] proposed a new 
correlation feature synthesis and alignment method (CFSA), 
synthesizes multimodal features with semantic correlations 
using a generative adversarial network, and maps the synthetic 
and real characteristics to a shared semantic space to capture 
the correlation between distinct semantic features. Shen et al. 
[10] propose a cluster-driven deep adversarial hashing method 
(CDAH), which generates modality-invariant representations 
by soft-clustering models and adopts modality classifiers to 
distinguish modality categories.

In this paper, to bridge the heterogeneity and semantic gaps 
between cross-modal data, we present an adversarial common 
subspace strategy for cross-modal retrieval.  To achieve this 
goal, the heterogeneity gap is reduced by minimizing the 
adversarial loss to obtain modality-invariant representations of 
image samples and text samples. Then, to mine the semantic 
connection between image features and text features, a weight-
sharing method is used to map the features into a shared space, 
and the semantic gap is further narrowed by combining label 
information and triplet constraints. The following are the 
primary contributions of our method: 

1. Adversarial learning is implemented into a common 
subspace to close the heterogeneity gap and maintain 
modality invariance between image and text modalities. 

2. Label prediction and triplet constrained loss are used to 
constrain the model to obtain more discriminative image-
text feature representation.

3. The effectiveness of our method is demonstrated by various 
relevant experimental findings on two public datasets.

The rest of this article is below. Cross-modal retrieval-
related research is included in Section II. The description of the 
problem, the structure of the model, and the objective function 
of the proposed method are all described in Section III. The 

experimental findings and analyses are in Section IV. The last 
section is Section V.

Figure 1: Framework diagram of the proposed method

Related work
To overcome the heterogeneous gap in multimodal data, we 

aim to learn a shared feature space. Li et al. [11] proposed an 
unsupervised cross-modal hash retrieval method (MCMHR), 
which captures the potential relationship between different 
modalities through an auxiliary similarity matrix. Yao et al. [12] 
proposed a discrete semantic alignment hashing (DSAH), which 
mines the relationship between class labels and hash codes 
through collaborative filtering, and semantically aligns semantic 
information with text modalities using image labels. This type 
of method belongs to the category of hash learning, which seeks 
to map different modal features to a hamming space, resulting 
in the separation of samples from various categories and the 
proximity of samples within the same category.

Another method belongs to the real-valued learning category 
and tries to learn a real-valued common space. Hao et al. 
[13] proposed a cross-modal retrieval method (ACME) with 
adversarial cross-modal embedding, which mainly learns the 
shared feature space of two modalities. Zhen et al. [14] proposed 
a deep supervised cross-modal retrieval method (DSCMR), 
with the goal of finding a common real-valued representation 
space and learning discriminative features and learning modality 
invariance of features in a supervised learning setting. Li et al. 
[15] proposed the semantically supervised maximum correlation 
method (S2MC), which effectively utilizes the supervision 
information in the public feature space and label space based 
on the maximum correlation method. Xu et al. [16] propose a 
deep adversarial metric learning method (DAML), that feature 
mapping from various modalities into a common feature 
subspace is accomplished by a nonlinear algorithm. Hu et al. 
[17] proposed a cross-modal discriminative confrontation 
network method (CAN), the generator maps different modal 
data into the potential cross-modal discriminative space and 
reduces the heterogeneity gap in the common space through 
the competition between the discriminator and the generator. 
Compared with hash learning, real-valued learning has higher 
accuracy and emphasizes semantic matching across various 
modalities of input more.

Based on real-valued learning, the features of the two 
modalities are mapped into a latent common real-valued space 
in this paper, while combining adversarial learning to close 
the heterogeneity gap and obtain modality-invariant feature 
representations to improve retrieval accuracy.

The Proposed Method
This part primarily introduces the problem formulation, the 

model architecture, and the definition of the objective function.
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Problem formulation

In this paper, the dataset contains image samples and text 
samples as X  and Y . Assume 1{ , , }n

i i i iQ x y l == is n cross-modal 
data set of image-text pairs and their corresponding label sets, 
where xd

ix ∈  stands for the image feature, yd
iy ∈ for the 

text feature, 
xd is the dimension of the image feature, and yd

is the dimension of the text feature. 1 2{ , ,..., }i i i icl l l l=  are the 
semantic labels applied to texts and images, and C is the total 
number of categories. If ix and iy belong to the same class, 

then 1icl = , otherwise 0. The matrices of image features, text 
features, and labels are expressed as 

1 2[ , ,..., ] xn d
nX x x x ×= ∈

,
1 2[ , ,..., ] yn d

nY y y y ×= ∈ , a n d
1 2[ , ,..., ] n c

nL l l l ×= ∈  
respectively. Image features and text features cannot be directly 
compared because they exist in different high-dimensional 
spaces, and they need to be mapped to a common subspace S by 
means of feature mapping so that images and texts have the same 
feature dimension So, the feature mapping functions for images 
and text are ( , )X XS f X= θ and ( , )Y YS f Y= θ , respectively. 

Model framework

The structural architecture for our technique is displayed in 
Figure 1. Firstly, to extract image-text features, image samples and 
text samples are input into the VGG19 [18] model and Doc2vec 
[19] model, respectively. At the same time, the distribution 
alignment is carried out by using discrimination loss to close 
the heterogeneity gap and maintain modal invariance. Secondly, 
input image features and text features into two sub-networks, 
and perform feature representation in a common space through 
weight sharing. Finally, the similarity measurement is performed 
on the features of all modalities through the triplet constraint 
loss, and the label prediction loss is used to predict label to 
ensure that features within the modal are still recognizable.

Objective function

The final feature representation is generated after image-text 
features pass through shared layers. This paper employs a triplet 
constraint loss function to calculate the similarity between image 
and text modality in public space. In the triplet loss function, 
one modality feature is used as the anchor point, while the other 
modality feature is used as the positive and negative feature 
items [13]. Its goal is to hope that the positive samples gradually 
approach the anchor point, and the negative samples gradually 
move away from the anchor point. There are two distinct forms 
of triplets in this paper: one has an image feature X as the anchor 
and the other has a text feature Y as the anchor.  The equation 
reads as follows: 

    

[ ( , ) ( , )

[ ( , ) ( , )

[ ( , ) ( , )

[ ( , ) ( , )

tri X a Y p X a Y n
X

X a X p X a X n
X

Y a X p Y a X n
Y

Y a Y p Y a Y n
Y

L d S S d S S

d S S d S S

d S S d S S

d S S d S S

+

+

+

+

= − + α]

+ − + α]

+ − + α]

+ − + α]

∑

∑

∑

∑      (1)

Where XS and YS are the mapped image features and text 
features, d(•) is the Euclidean distance, the anchor point is 
indicated by the subscript a, while the positive sample, negative 
sample, and error range are indicated by the subscripts p, n, and 
α.

In the common space, to lessen the difference in feature 
distribution across sample pairs, it is necessary to align the 
encoding feature distribution of images and texts and maintain 
modality invariance. In this paper, using the adversarial loss of 
WGAN [20], and the equation reads as follows:

~ ~[log ( )] [log(1 ( ))]
S SX Ydis X P M X Y P M YL E D S E D S= + −   (2)

Where MD is the discriminator,
XSP and 

YSP  are the 
corresponding probability distributions.

And resolved by min-max optimization as follows:

,
min max

X Y M
disS S D

L

Feature label information can improve cross-modal retrieval 
results. This study uses two category classifiers to predict 
labels, ensuring that image features and text features are still 
distinguishable within categories. The equation reads as follows:

F F
1 1|| || || ||T T

pre X YL W S L W S L
n n

= − + −    (3)

Among ||•|| is the Frobenius norm, and W is the projection 
matrix of the feature classifier.

The overall objective function is as follows:

tri dis* preL L L L= α∗ +β +   (4)
Where α and β are weight parameters. The optimization 

process of the method in this paper is shown in Algorithm 1:

Algorithm 1 Optimization process of the proposed method

Input: The image set X, the text set Y, the label set L, the learning 
rate λ, the number of epochs is N, and the hyperparameters α and 
β.

Output: The transformed image mode and text mode features 
represent SX and SY.

update until convergence:

1. Randomly initialize the network parameters θX and θY.

2. for each k in Xtrain and Ytrain do
3. Calculate the image and text feature vectors SX and SY of the 

common space through forward propagation.
4. Compute the result of the function in Equation (4).
5. Optimize the objective function through the Adam optimizer 

and update the parameters θX and θY in the mapping network.
6. end for
7. return the final SX and SY.
Experiments

In this section, our content mainly includes comparative 
experiments, precision-recall curves, ablation experiments, and 
loss function change curves.

Experimental setup 

Datasets and features

This paper conducts related experiments on two public 
datasets: Wikipedia [21] and Pascal Sentence [22]. Both datasets 
consist of images and texts with corresponding labels. The two 
datasets utilized in the experiments are briefly described in the 
paragraphs that follow.

The Wikipedia dataset has a total of 2866 image-text data, 
and each pair of image-text data contains 10 semantic category 
labels. There are 462 pairs in the test set, 231 pairs in the 
validation set, and 2173 pairs in the training set, which are three 
parts of the dataset.

The Pascal Sentence dataset contains 1000 image-text data, 
including 20 category labels. The dataset includes 800 pairs of 
training set, 100 pairs of verification set, and 100 pairs of test set.
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For a more fair and objective comparison, this paper strictly 
follows the dataset division and feature extraction methods in 
[23,24]. For image samples, this paper mainly uses the fc7 layer 
of the VGG19 model in the convolutional neural network to 
extract 4096-dimensional features to represent. To extract text 
features to represent each text, a pre-trained Doc2Vec model is 
used to extract 300-dimensional features to represent.

Implementation Details

In the model structure, images and texts obtain 
4096-dimensional and 300-dimensional features through their 
respective feature extraction models. Then the image features 
and text features are respectively input into the fully connected 
layer, and the 1024-dimensional features are output.

The experiment in this paper is carried out on Pytorch3.7. In 
the course of training, the batch size on all data sets is 50, the 
epoch is 100, and the learning rate is 0.0001. For parameters α 
and β, the appropriate parameter values were obtained by the 
grid search algorithm and set to 0.1 and 0.001, respectively.

Evaluation metric

The proposed method is primarily used in this paper for two 
retrieval tasks: image-to-text retrieval (Img2Txt) and text-to-
image retrieval (Txt2Img). The evaluation criterion we utilize is 
mean average precision (mAP) [25], to obtain the mean average 
precision (mAP) value, first determine the average precision 
(AP) of each retrieval result for each query item, the mAP value 
may then be calculated. Following is how the AP and mAP are 
expressed:

1

1 N
k

k
k

PAP rel
P k=

= ×∑        (5)

1

1 ( )
R

k
mAP AP i

R =

= ∑         (6) 

Where P represents the quantity of related samples in the test 
set, N represents the quantity of samples in the test set, and 

kP  represents the quantity of related samples in the first k
returned results. 1krel = if the thk sample is relevant, otherwise,

0krel = . R is the quantity of query samples, and ( )AP i  is the 
AP  value of the thi instance. 

Comparison results

This study compares the suggested approach to seven 
commonly employed methods, both conventional and deep 
learning-based. Conventional methods include CCA [1], GMA 
[26], and LCFS [27], and deep learning methods include DCCA 
[3], ACMR [7], DRSL [28], and DSCMR [14].

On the two datasets, Tables 1 and 2 shown the mAP values 
for our method and the comparative methods. The table shows 
that our method performs much better than conventional 
methods. In the Img2Txt and Txt2Img retrieval tasks on the 
Pascal Sentence dataset, our method beats the DSCMR by 0.8% 
and 2.5%, respectively. Although the improvement on Img2Txt 
is not large, the average mAP score has increased by 1.6%. 
For the Wikipedia dataset, the two retrieval tasks of Img2Txt 
and Txt2Img are improved by 1.4% and 1.9%, respectively. In 
addition, the deep learning-based method can achieve higher 
mAP scores compared with conventional methods. The findings 
demonstrate that adversarial learning is beneficial to the model 
to learn modality invariance better to obtain effective cross-
modal feature representations. Triplet constraints can effectively 

use label information, making the model able to model inter-
modal similarities efficiently.

Table 1: The retrieval results on Pascal Sentence dataset.
Method Img2Txt Txt2Img Average

CCA 0.457 0.449 0.453

GMA 0.427 0.339 0.383

LCFS 0.344 0.267 0.306

DCCA 0.606 0.633 0.620

ACMR 0.657 0.626 0.642

DRSL 0.631 0.641 0.636

DSCMR 0.710 0.703 0.707

Our 0.718 0.728 0.723

Table 2: The retrieval results on Wikipedia dataset.
Method Img2Txt Txt2Img Average

CCA 0.221 0.196 0.209

GMA 0.272 0.232 0.253

LCFS 0.280 0.214 0.247

DCCA 0.452 0.411 0.431

ACMR 0.416 0.392 0.404

DRSL 0.447 0.419 0.433

DSCMR 0.476 0.407 0.442

Our 0.490 0.426 0.458

Precision-Recall curve

For a more detailed comparison, Figures 2 and 3 depict the 
precision-recall curves for the two datasets. This curve records 
the precision and recall values of CCA, ACMR, DRSL, DSCMR, 
and the method in this paper when performing Img2Txt retrieval 
and Txt2Img retrieval. From the figure, it can be seen that the 
curve is at a high point when the recall rate is low, and then 
falls as the recall rate increases. When the recall is the same, our 
methods obtain a better level of precision than other methods.

Figure 2: Precision-recall curve on the Pascal sentence dataset

Figure 3: Precision-recall curve on the Wikipedia dataset

Ablation analysis

To demonstrate the contribution of each part of the loss 
function to model performance, ablation learning is used for 
evaluation in this paper. 
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Table 3: Results of ablation experiment on Pascal Sentence 
dataset.

Model Img2Txt Txt2Img Average

0.581 0.538 0.560

0.693 0.679 0.686

0.695 0.688 0.692

Full 0.718 0.728 0.723

Table 4: Results of ablation experiment on Wikipedia dataset.
Model Img2Txt Txt2Img Average

0.428 0.386 0.407

0.471 0.415 0.443

0.478 0.402 0.440

Full 0.490 0.426 0.458

Tables 3 and 4 display the outcomes of the ablation 
experiments performed on the two datasets. We can see from 
the data in the table that the label prediction loss, adversarial 
loss and triplet constraint loss in the objective function all have 
varying degrees of impact on the retrieval accuracy. In both 
datasets, the results of variants are generally better than those of 
the overall objective function. In addition, it can also be found 
that the label prediction loss has the most impact on the model.

Convergency

This paper draws a curve to record the evolution of the 
loss function on the two datasets. According to Figure 4, as the 
number of iterations rises, the loss value decreases monotonically 
and converges during the period of training. Although some 
jitters exist in the two data sets, they are close to convergence, 
indicating that the method has good stability.

Figure 4: The loss function change curve on the dataset for 
Pascal sentences and the Wikipedia dataset

Conclusion
In this study, we propose a cross-modal image-text retrieval 

approach based on deep adversarial common subspaces learning, 
which acquires image-text feature representations of the same 
dimension via common spaces to reduce the heterogeneity 
gap. Furthermore, the semantic gap is narrowed by combining 
label information to obtain discriminative semantic features. 
The efficiency of the strategy is demonstrated through related 
experiments on two public datasets, they indicate that it can 
effectively jointly learn the adversarial loss, label prediction and 
triplet constraints, and achieve good results.
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